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The selected file formats represent a summary of different recommendations from CESSDA partners 
and internationally recognised institutions: 5 

In addition, file format registries are a way of helping to identify file formats and looking up format 
specifications. 

SER.DAC follows international best practices in its choice of preservation formats. Preservation 
procedures will consist of: 

● Reformatting data sets from proprietary software to software-independent formats 
and creating an Archival Information Package (AIP); 

● Defining, timing, testing and implementing migration pathways; 
● When new formats are created from data files either through migration into new file 

formats or through creating new file formats for dissemination, the old files are 
retained alongside. 

SER.DAC uses the following formats for the AIP: 

● Tabular data: Microsoft Excel File Format (XLS) (.xls), ASCII, Comma Separated Values 
(CSV) (.csv; .txt); 

● Text: Adobe Portable Document Format (PDF/A) (.pdf), XML (.xml), Rich Text Format 
(RTF) (.rtf),Standard Generalised Markup Language (SGML) (.sgml); 

● Audio: MP3 (.mp3); 
● Images: TIFF (.tif), MPEG-2 (.mpg2). 

Formats for the DIP are: 

● Tabular data: SPSS portable format (.por), SPSS (.sav), Stata (.dta); 
● Text: Adobe Portable Document Format (PDF) (.pdf), Rich Text Format (RTF) (.rtf); 
● Audio: MP3 (.mp3); 
● Images: JPEG (.jpg). 

The SER.DAC also includes in its Policies and procedures preferred formats for the receipt of digital 
materials:  

● Tabular data : SPSS portable format (.por), SPSS (.sav), Stata (.dta), Excel or other 
spreadsheet format files, which can be converted to tab- or comma-delimited text; 

● Text: Adobe Portable Document Format (PDF/A, PDF) (.pdf), plain text data, ASCII 
(.txt); 

● Audio: Waveform Audio Format (WAV) (.wav) from Microsoft, Audio Interchange File 
Format (AIFF) (.aif) from Apple,FLAC (.flac); 

● Images: TIFF (.tif)ideally version 6 uncompressed, JPEG (.jpeg, .jpg) only when created 

                                                           
5 The formats highlighted in bold are preferred over the others of the same category.  
FORS: Qualitative Data Archiving at FORS – Policy and Procedures: 
http://www2.unil.ch/daris/IMG/pdf/Donnees_qualitatives_archivees_chez_FORS_-
_Politique_et_Procedures.pdf,  
UK Data Archive: Formats table: http://www.data-archive.ac.uk/create-manage/format/formats-table, UK Data 
Archive: Assessment of UKDA and TNA Compliance with OAIS and METS Standards, p. 89 
http://www.dptp.org/wp-content/uploads/2010/08/UKDAp90.pdf.  
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We faced two main issues with the SEEDSbase. Firstly, the Serbian team did not have an 
administrator account for this platform, so we did not have full access to all phases in our curation 
process, i.e. we were depending on the FORS team. In this case, we had to deal with the SEEDSbase 
with depositor account. Secondly, the SEEDSbase platform is not an open source software at the 
moment, and was developed to fit FORS work process best. After our software evaluation (SEEDS 
Deliverable D9 - Report on technical improvements) we choose Dataverse as our main archiving tool.  

 

3.1.2 Dataverse  
According to the SEEDS project’s plan, the Serbian team had to archive 10 datasets. We used 
Dataverse to accomplish this task (http://dataverse-serbia.ien.bg.ac.rs/dataverse.xhtml). 

 

 

Although we managed to publish all studies, the selected platform is still under adjusting. The main 
area for improvement we would like to see in the future would be multiple language option and 
additional metadata fields, which will be in accordance with the DDI metadata scheme and CESSDA 
recommended metadata fields and vocabularies. 

 

3.1.3 Redmine 
The SER.DAC is using the Redmine platform for managing tasks, issues, and requests submitted by our 
community of users. In the near future we have plans to test the Request tracker for these purposes. 
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You can read more about it at D8. 

3.2 Communication 

3.2.1 General Communication 
 

According to the OAIS model there are several different possibilities for how the data archive can 
communicate with the actors, that is the data producers and consumers. More precisely, it is the 
functional entities Preservation Planning and Administration that are responsible for the 
communication task. They include for instance the development of preservation strategies and 
standards of monitoring the community and technology in order to meet the needs of the producers 
and consumers (see figure 3-1). 

 

 

https://docs.google.com/document/d/1Qx3YtmuyMHLd3G4N3Mb74WJoVYIpMLM5f4AUaeSoC9k/edit
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Figure 3-1: Communication 

3.2.1.1 Website 
The most common and wide-reaching channel to communicate with the community is by means of an 
institutional website. It is the showcase for interested consumers and producers of data to learn 
about how data can be obtained and submitted. It is the platform where the policy and procedures, 
reports and publications, guidelines for data preparation, description of data protection, and other 
training materials are made available.  

The website of SER.DAC can be visited on: https://rs.seedsproject.ffzg.hr/ 

 

3.2.1.2 Mailing Lists 
A mailing list is established by the SER.DAC in order to inform Producers and Consumers about the 
latest news and upcoming events, such as training and workshops. We are using ser.dac@ien.bg.ac.rs 
email address. 

 

3.2.1.3 Direct Contact 
A third way of communication is direct contact of the Producers and the Consumers or potential 
users of the data service through sporadic interaction on an as-needed basis (e.g., for workshops, 
seminars, and conferences). 

 

3.2.2 Specific Communication 
 

All the specific communications with the users during user registration and Ingest will be recorded 
and maintained via Redmine, as we already described.  

 

3.3 Technical Infrastructure 

 

3.3.1 Server Architecture (an example) 

 
For the implementation of the SEEDS project we need one Virtual server. The Virtual server is used 
for the hosting of each national web portal. Currently, a single WordPress application with 6 website 
instances (one for each partner) is installed for the national web portals (see D11). 

Here is the detailed Virtual server configuration: 

Configuration: 2 vCPU, 2GB RAM, 10GB HDD 

mailto:ser.dac@ien.bg.ac.rs
http://seedsproject.ch/?page_id=64
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OS: Debian GNU Linux 8.2 (Jessie) 

HA: Ganneti cluster6 

Virtual server should have redundant IT infrastructure, monitoring, and backup. In addition to local 
(on-site) file and database backup, there should be a daily automatic offsite backup solution as well. 
The local servers should be used for backup purposes.  

The usage of virtual machines is valuable for prototype implementation and testing, but for the 
production system, the newly established archives should have more granular distribution of services. 
Sensitivity of data in the various components of the OAIS, requires us to think about different security 
levels of data and preservation requirements. To achieve this goal, the future architecture will be 
installed separately on different virtual machines, based on different platform deployment stacks: 

Website, 

Dataverse, 

Redmine. 

 

Each of these components have different deployment requirements (database, web server, runtime 
language stack), so it makes sense to separate components on different VMs to enable easy 
maintenance (migration when changing components, deploying different components for new 
archives in the future, firmware upgrades).  

Looking at the current state of development and support probability of chosen software of the 
established data archives, it seems that a future change in the components will be probable. This is 
one of the reasons why the easy maintainability of the system is important. The staff of the archive 
needs to be capable of testing other available software tools (in a state accessible to them), 
preferably under Free/Libre/Open Source licences, by using the process described in deliverable D9- 
Report on technical improvements. 

Since each application is installed on a separate virtual machine (and each might have its own set of 
issues/bugs), security issues are addressed for each virtual machine individually. This means for 
example that in case of security problems on the web portal, there will be no effect on the security of 
the archival copy of the data or any other component of the archival infrastructure.   

All virtual machines should have two copies stored on different physical machines locally. Machines 
should be located in different buildings to ensure continuous operation in case of environmental 
problems in one of the buildings (fire, flooding etc.). 

During the process of developing an OAIS based data archive, two distinct types of data required for 
keeping in the archive were identified - SIP and AIP, which require long-term preservation together 
with an audit log. This also requires the ability to check whether data is correctly stored on the media 

                                                           
6 http://www.ganeti.org/  

http://www.ganeti.org/
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that requires checksums on the level of the file system (scrubbing). For this requirement, ZFS7 storage 
and snapshots using LVM could be implemented to provide a long-term archival copy of current 
prototype on different locations (e.g. in faculty building), which should be updated daily (from 
computing centre location). This would enable disaster recovery in case of one location failure. It is 
also possible to have multiple remote copies, if needed. 

The management of applications and data could be done using Ganeti8, an open source cloud 
solution that enables high availability for virtual machines and provides data storage requirements 
outlined above. 

 

3.3.2 Network and Telecommunications 
 

The network infrastructure and telecommunications are accessed using the host organisations’ 
systems: Serbian National Academic Network (AMRES) and local infrastructure within the Institute of 
Economic Sciences in Belgrade. 

 

3.3.3 Hardware and Software for production systems 
 

Based on best practices and international standards for social science data archives, the SER.DAC has 
determined the hardware and software it will use. 

Workstation computers that will be used by future archive staff for Data Management should include 
the following software: office tools; conversion tools; software for statistical analysis (STATA, R, 
SPSS); tools for preparing metadata description of a study, etc. 

If we decide to use a proprietary product, we will have to buy a licence or use the existing licences of 
our hosting institution, if available. 

 

 

 

 

 

 

                                                           
7 http://bit.ly/dc14-zfs 
8 http://bit.ly/dc14-ganeti 

http://bit.ly/dc14-zfs
http://bit.ly/dc14-ganeti
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4 Conclusions and Future Development 
 

In conclusion, the prototype described in this report provides the technical basis for all key archiving 
functions, following the OAIS model. The new data services will be able to integrate and manage new 
datasets, safely store and protect data, as well as disseminate data and documentation to users. Their 
technical systems will function according to international norms and best practices, even if some of 
the archiving workflow will need to be handled manually.  

It should be noted, however, that while the prototype will enable certain basic services, it will not be 
as comprehensive or as flexible as the one used by mature social science data archives. Future work 
should expand the technical development to accommodate for a greater volume and variety of data, 
to automate more everyday practices, and to enhance communication potential and exchange with 
data producers and users. This work will continue for many years, and will build on experience, 
further training, and funding. Like any others, these new data services will have to adapt technically 
to the ever-changing research and policy environments.  


